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Finding a cut with maximum aggregate edge weight is known as max-cut problem.
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## Cut polytope CUT(G)
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## Semimetric polytope MET(G)

Relaxation of the max-cut IP formulation described by two inequality classes:

$\operatorname{CUT}\left(K_{3}\right)$

Odd-cycle: $\quad x(F)-x(C \backslash F) \leq|F|-1, \quad$ for each cycle $C$ of $G$, for all $F \subseteq C,|F|$ odd.

Trivial: $0 \leq x_{e} \leq 1, \quad$ for all $e \in E$.

## Outline

## (1) Max-Cut Problem

## (2) Separation using Graph Contraction

## (3) Target Cuts

4 Computational Results

## Outline of the Separation using Graph Contraction

Input: LP solution $z \in \operatorname{MET}(G) \backslash \operatorname{CUT}(G)$.
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## Goal

Find the inequality $a^{T} x \leq \alpha$ which induces the facet of $P$ that is intersected by the line $\overline{q x^{*}}$.

## Target Cut LP

$$
\begin{array}{ll}
\max & a^{T}\left(x^{*}-q\right) \\
\text { s.t. } & a^{T}\left(x_{i}-q\right) \leq 1, \text { for } i=1, \ldots, n  \tag{TC}\\
& a \in \mathbb{R}^{d}
\end{array}
$$
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## Main problem

(TC) has one row for each vertex of $P$.

## Idea

Start with a subset of vertices and extend it iteratively.

Requires an oracle that
(1) checks whether a given inequality $b^{T} x \leq \beta$ is valid for $P$,
(2) if not, provides at least one violating vertex of $P$.
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## Oracle varieties

Try to find multiple violating vertices per oracle call.
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More but faster calls of the heuristic

## Exact approach



Fewer but slower calls of the exact algorithm
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## Oracles for delayed row generation

- Exact algorithms:
- Branch \& Cut,
- Branch\&Bound using SDP relaxations.
- Heuristics:
- Kernighan-Lin (multiple solution version),
- Goemans-Williamson.
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## Test set

- Carried out a single B\&C optimization of the problem bqp250-1 with 250 nodes and 3339 edges [cf. Biq Mac Library].
- Extracted 42 intermediate LP solutions that were passed to the target cut separator.
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## Measured quantities

- Average CPU time of the target cut separation over the 42 LP solutions.
- Rate of success, i.e., the percentage of the target cut separation attempts that found at least one cutting plane.


## Reduction of LP Solution Size by Graph Contraction
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## Thank you for your attention!

